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Executive Summary 

The Early Fractions Test is a paper-pencil test designed to measure mathematics achievement of third- 

and fourth-grade students in the domain of fractions. The test was administered to a sample of 1,400 

third- and fourth-grade students as part of a larger study involving a multisite cluster randomized trial 

evaluation design to investigate the effects of lesson study and a fractions resource toolkit on classroom 

instruction and student achievement in fractions.  

Purpose Statement 

The purpose, or intended use, of the Early Fractions Test is to serve as a student pretest covariate and a 

test of baseline equivalence in the larger study. In this report, we discuss our exploration of options for 

scoring and data modeling and make recommendations for optimal scoring and data modeling 

procedures. We also report on the results of data modeling, including analyses of dimensionality, scale 

reliability estimates, the intraclass correlation coefficient for the 66 schools represented in the sample, 

and the percentage of the variance in student achievement as measured by the end-of-year 

mathematics test that is explained by their scores on this beginning-of-year test. 

Description of the Test 

The Early Fractions Test is designed to measure the competence of third- and fourth-grade students in 

early fractions. The content is designed to align with the Common Core State Standards for Mathematics 

and a related intervention involving lesson study with a fractions resource toolkit (Lewis & Perry, 2017). 

The test form contains 20 numbered items prompting up to 34 responses from the test taker, with nine 

of them using a selected-response format and 25 of them using a constructed-response format. Each of 

the 34 responses was scored dichotomously (i.e., correct, incorrect) in accordance with a scoring key 

provided by the test developers. 

Sample and Setting 

The Early Fractions Test was administered with a sample of 1,400 third- and fourth-grade students in six 

U.S. states in fall 2016. A single test form was used with all the students in the sample. The teachers of 

the students in the sample were participating in a large-scale randomized controlled trial of lesson study 

with a fractions resource toolkit. 

Results 

Item Diagnostics and Scoring 

Item diagnostics and calibration accounting resulted in the collapsing of the 34 individual responses (or 

non-responses) to a total of 18 independent items. All the 34 responses contribute to the final 18-item 

scale. Initial screening of the items used an approach based on classical test theory. Item difficulty 

indices for the 18 items in the final scale ranged from .12 to .81. The lowest item-rest correlation 

coefficient was .29. All the other items had item-rest correlation coefficients greater than .38, suggesting 

that the items generally had good discriminative power. 
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Dimensionality 

To investigate the dimensionality of the test data, we performed Exploratory Factor Analysis and Parallel 

Analysis. The results of these analyses both suggested a single dominant factor and supported an 

assumption of unidimensionality in the data. 

IRT Data Modeling 

Because the test form contained a mix of selected-response and constructed-response items resulting in 

dichotomous and polytomous variables, the data were modeled with a combination of a 2-parameter 

logistic model, a 3-parameter logistic model (to adjust for student guessing), and a Generalized Partial 

Credit Model. The models are based on item-response theory (IRT). They were run using flexMIRT 

(version 3.5) software (Cai, 2017). Maximum likelihood estimator and expected a posteriori estimator 

were used in calculating the person ability estimates. A maximum likelihood estimator is generally 

supported for estimating person ability in educational testing. However, due to computational reasons, 

it cannot provide person ability estimates for students who have perfect or zero test scores (de Ayala, 

2009). To help estimate these extreme cases, we also used expected a posteriori estimator. 

Reliability 

Using a classical test theory approach, Coefficient ߙ and standard error of measurement were calculated 

to be .85 and 2.74, respectively. Additional information of test information and conditional standard 

error of measurement was generated through the IRT approach. Test information and the conditional 

standard error of measurement (CSEM) are inversely related (see Formula 6). Figure 6 displays the test 

information curve and CSEM, suggesting that the highest test information and the lowest CSEM 

occurred when the person ability (i.e., ߠ) was approximately 0.80. Also, the person ability estimate was 

most reliable (i.e., lowest CSEM) for the person ability between ʹ0.80 and 1.60 on the ߠ scale, but was 

least reliable (i.e., highest CSEM) for the person ability less than ʹ2.00 on the ߠ scale.  

Distribution of Student Ability Scores 

Using an expected a posteriori (EAP) technique, we found that the distribution of student ability (ߠ) 

scores for the third- and fourth-grade students in the present sample does not appear to be much 

different from a normal distribution. The sample distribution of ߠ scores resulting from the EAP for the 

1,400 third- and fourth-grade students ranged from -1.95 to 2.67 with a mean of 0.00 and standard 

deviation of 0.94. 

Based on the sample data from 1,400 grade 3 or 4 students representing 66 schools, we calculated a 

school-level intraclass correlation coefficient (ICC) of .45 using the person ability (theta) estimates 

generated by the EAP estimator. 

Evidence of External Validity 

One of the two primary intended uses of the Early Fractions Test scores is to serve as a pretest student 

achievement covariate in models examining the contrast between school mathematics achievement in 

schools in the treatment and comparison groups of a randomized controlled trial.  

Lewis and Perry (2017) used an almost identical test that was scored using a classical test theory 

approach. Results reported by Lewis and Perry provide evidence that the test may be sufficiently 

sensitive to detect a treatment effect from the same intervention being implemented in the larger study 
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from which the present data were used. Similar analyses and results are not available for the larger 

study at the time of publication of the present report. 

To examine the potential strength of the covariate based on the person ability (theta) estimates 

generated by the Early Fractions Test, we calculated the correlation between the ability estimates 

generated by the pre- and posttest student scores. Based on a sample of 1,134 students who completed 

both the pretest and the posttest, and using SPSS version 22, we found a Pearson correlation coefficient 

of .69 between the ability (theta) estimates at pretest using the EAP estimator and posttest ability 

estimates. Using the EAP estimator, with no adjustment for other factors such as clustering in schools, 

the student ability estimates from the Early Fractions Test used at the beginning of the school year 

explains 47% of the variance in student scores (i.e., R2 = .47) as measured at the end of the school year.1 

Discussion and Conclusions 

Several of the responses in the Early Fractions Test involved item sets, which present a potential threat 

to the validity of an assumption of local-independence. We found evidence of collinearity of items in 

item sets when the items were modeled as separate items scored dichotomously. We also found that 

collapsing those responses into polytomous variables preserved the assumption of the local-

independence assumption and resulted in items with stable parameter estimates. The Early Fractions 

Test appears to be measuring a single, dominant trait, supporting an assumption of unidimensionality in 

the data. Evaluation of the structural validity of the resulting 18-item scale supports the assertion that 

the Early Fractions Test meets or exceeds standards for educational and psychological measurement. 

                                                           
1 We note that the pretest and posttest scores were not equated. 
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1. Introduction 

The Early Fractions Test is designed to measure student understanding of early fractions concepts, 

including awareness of the referent unit (or whole), partitioning the referent unit into unit fractions and 

iterating unit fractions to compose non-unit fractions, fractions as corresponding to points (or numbers) 

on a number line, magnitude of fractions, and operations on fractions. Many items require students to 

be familiar with conventional terminology and notation for common fractions (e.g., one-sixth, 3 ½). 

Items do not involve decimal numbers (e.g., 0.17, 3.50). These topics are aligned with the content of the 

third- and fourth-grade standards in the Common Core State Standards for Mathematics (CCSS-M; 

National Governors Association Center for Best Practices & Council of Chief State School Officers, 2010). 

Table 1.1. Test Blueprint for the Original Test Form and the Final Scale 

Category 

Number of items 

Test form Final scale 

Fractions as Number on a Number Line 4 4 

Magnitude Comparison 2 2 

Partitioning and Iterating 8 8 

Operations on Fractions 3 1 

Referent Unit 3 3 

Total 20 18 

 

Table 1.1 shows the test blueprint as seen on the test form by the students as well as a test blueprint 

corresponding to the final scale after items in testlets were transformed into polytomous items as 

described in subsequent sections of this report. The blueprint shows how the test questions relate to 

the learning standards in accordance with the following categories within the domain of fractions 

knowledge: referent unit, partitioning and iterating, fractions as number on a number line, magnitude 

comparison, and operations on fractions. 

The purpose, or intended use, of the Early Fractions Test is to serve as a student pretest covariate and a 

test of baseline equivalence in a larger study focused on evaluating the impact of an educational 

intervention on student learning. The larger study involves a two-by-two factorial design in a multisite 

cluster randomized trial designed to investigate the effects of lesson study and a fractions resource 

toolkit on classroom instruction and student learning in fractions.  

The present report focuses on scoring and data modeling based on the data generated by the Early 

Fractions Test. The Early Fractions Test was administered with a sample of 1,400 third- and fourth-grade 

students in fall 2016. Grades 3 and 4 students completed the same test form. The purpose of the 

present report is to describe the item- and scale-scoring procedures using data from the administration 

of the fall 2016 student pretest for the randomized controlled trial and provide an evaluation of 

available evidence supporting the substantive, structural, and external validity (Flake, Pek, & Hehman, 

2017) of the test scores. 

Lewis and Perry (2017) used a previous version of the Early Fractions Test in their evaluation of lesson 

study with a fractions resource toolkit. The previous version and this version both drew from released 

items from U.S. state and national assessments, published curricula, and research articles (Beckmann, 
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2005; California Department of Education, n.d.; Hackenberg, Norton, Wilkins, & Steffe, 2009; Hironaka & 

Sugiyama, 2006; National Assessment of Educational Progress, 1992; Van de Walle, 2007).  

The current version of the Early Fractions Test was modified by the senior personnel on a research team 

conducting a subsequent randomized controlled trial evaluating the impact of lesson study and fractions 

resource kits. Several items were modified to clarify the instructions to the respondent, and several 

other items involving symbolic computation and understanding of equipartitioning were drawn from a 

researcher-created test designed to measure student understanding of early fractions knowledge 

aligned with the CCSS-M (Schoen, Anderson, Riddell, & Bauduin, 2017). 
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2. Initial Item Review 

The Early Fractions Test requires students to make 34 fraction-related responses that are indexed into 

20 items on the form the students saw when they took the test. The test form contains 20 numbered 

items prompting up to 34 responses from the test taker. Nine of these responses involve a selected-

response format, and 25 of them involve a constructed-response format. The discrepancy between 34 

and 20 exists, because several items (i.e., items 1, 2, 10, 11, 12, 16 as they are enumerated on the form) 

require more than one response from students. During data entry, the 34 responses are initially coded 

into 34 dichotomous variables. Dichotomous variables indexed under the same test item are then added 

together to form a polytomous variable to represent the item. In the end, the 34 response variables are 

recoded into 20 item variables.  

BĞĐĂƵƐĞ ǁĞ ƵƐĞ ŝƚĞŵ ƌĞƐƉŽŶƐĞ ƚŚĞŽƌǇ ŵŽĚĞůƐ ŝŶ ƐĐŽƌŝŶŐ ƐƚƵĚĞŶƚƐ͛ ůĂƚĞŶƚ ĂďŝůŝƚǇ͕ ƚŚĞ ƌĞĐŽĚŝŶŐ ǁĂƐ 
performed in an effort to address concerns about local dependence of items. Subsequently, based on 

statistical reasons explained in section 3.3 of this report, the 20 item variables were again recoded into 

18 item variables after combining items 7, 8, and 9 into a single item. In attempt to clarify our references 

to items in this report, we label the 34, 20, and 18 coding format using the description of data-entry, 

test-form, and final-scale, respectively. We also differentiated test-form items and final-scale items by 

aƐƐŝŐŶŝŶŐ ĂŶ ͞Ύ͟ ĂĨƚĞƌ ĞĂĐŚ ĨŝŶĂů-scale item number. For example, item 1 represents the first item of the 

test-form format, and item 1* stands for the first item of the final-scale format.  

Although the description of data analysis is presented in a linear-sequential fashion in this report, the 

analyses were completed through an interactive, overlapping, and iterative process. For instance, the 

decision to recode the 20 test-form variables into the 18 final-scale variables was informed by the 

polychoric correlations between the items, and the item discrimination index provided from the Item-

Response Theory analysis. Table 2.1 provides a detailed blueprint for the test and includes a map of the 

correspondence among the data-entry, test-form, and final-scale formats.
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Table 2.1. Detailed Test Blueprint for the Fall 2016 Early Fractions Test, Split by Phase in Data Analysis 

Question description Test form # Data entry # Final scale # 

Fractions as Number on a Number Line    

Rabbit Problem Part 1 1 1a 1* 

Rabbit Problem Part 2 1 1b 1* 

Polar Bear Problem Part 1 2 2a 2* 

Polar Bear Problem Part 2 2 2b 2* 

Mark 3/4 on a NL 15 15 13* 

Determine 9/8 on NL 16 16a 14* 

Determine 2 on NL 16 16b 14* 

Determine 22/8 on NL 16 16c 14* 

Magnitude Comparison    

1 gallon vs. 5/6 gallon (Pretest Open Response/Posttest Circle) 5 5 5* 

Determining the greatest fraction (Pretest MC) 6 6 6* 

Partitioning and Iterating    

Part of a Referent Unit (2/3) 3 3 3* 

Partitioned 1/6 4 4 4* 

Equal Partitioning (fourths) Shape 1- irregular 10 10a 8* 

Equal Partitioning (fourths) Shape 2- horizontal rectangle fourths 10 10b 8* 

Equal Partitioning (fourths) Shape 3- vertical rectangle fourths 10 10c 8* 

Equal Partitioning (fourths) Shape 4- circle 10 10d 8* 

Equal Partitioning (fourths) Shape 5- vertical rectangle thirds 10 10e 8* 

1/3 of the shaded ribbon 11 11a 9* 

Shade 1/2 11 11b 9* 

Shade 3/4 11 11c 9* 

Shade 5/6 11 11d 9* 

Iterating unit fraction box (3 pieces of 1/4 is box/box) 12 12a 10* 

Iterating unit fraction box (3 pieces of 1/box is 3/5) 12 12b 10* 

Iterating unit fraction box (box pieces of 1/10 is 7/10) 12 12c 10* 

Iterating unit fraction box (box/8 = 1) 12 12d 10* 

Fourths in a whole 13 13 11* 

Fourths in 3 14 14 12* 

JŽĞ͛Ɛ ǁĂůŬ 20 20 18* 

Operations on Fractions    

 9 9 7* 

 7 7 7* 

 8 8 7* 

Referent Unit    

JŽƐĞ ĂŶĚ EůůĂ͛Ɛ ƉŝǌǌĂƐ 17 17 15* 

Determining Referent Unit from 3/5 18 18 16* 

Draw 4/3 19 19 17* 

Total Number of Items 20 34 18 

Note. Question Description = description of the fraction questions; Test Form # = the index numbers of all the items in the original 

fraction test (see Appendix A); Data Entry # = the index numbers of data entry (dichotomous) variables that correspond to all the 34 

responses tapped by the test; Final Scale # = the adjusted index numbers (with an * behind to help differentiate from test-form item 

numbers) of all the items in the statistical analyses. 
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3. Data and Scoring 

3.1. Sample 

The Early Fractions Test was administered with 1,400 third- and fourth-grade students in six U.S. states 

in fall 2016 in a paper-pencil format. The students were enrolled in schools where teachers had 

volunteered to participate in a randomized-controlled trial designed to investigate the effects of lesson 

study and fractions resource toolkits on student learning. The sample mean proportion of students 

eligible for free or reduced-price lunch was .62, and the standard deviation was .23. The proportion of 

students in each school who were eligible for free or reduced-price lunch ranged from a minimum of .15 

to a maximum of .98. Table 3.1 provides descriptive statistics describing the available characteristics of 

the analytic sample. 

Table 3.1. Demographic Characteristics of the Students (n = 1,400) in the Fall 2016 Field-test of the Early 

Fractions Test 

 

All students completed the same test form, which is provided in Appendix A. Test forms were mailed to 

participating schools by research project staff at Florida State University. The tests were administered by 

ƐĐŚŽŽů ĞŵƉůŽǇĞĞƐ͕ ƵƐƵĂůůǇ ƚŚĞ ƐƚƵĚĞŶƚƐ͛ classroom teachers. Administration instructions accompanied 

the tests and are provided in Appendix B. Administration of the tests occurred during a period spanning 

August 2016 through January 2017. 

  

Characteristic Number (Proportion of sample) 

Language  

            Emergent bilingual 208 (.15) 

Non-ELL 904 (.65) 

Unknown 288 (.21) 

Grade level  

Third 618 (.44) 

Fourth 782 (.56) 

Gender  

Male  573 (.41) 

Female  591 (.42) 

Unknown  236 (.17) 

State  

FL 852 (.61) 

CA 182 (.13) 

IL 232 (.17) 

NY 90 (.06) 

CO 25 (.02) 

IN 19 (.01) 

Note. Gender and English-ůĞĂƌŶĞƌ ƐƚĂƚƵƐ ǁĞƌĞ ŝŶĚŝĐĂƚĞĚ ďǇ ƚŚĞ ƐƚƵĚĞŶƚƐ͛ ĐůĂƐƐƌŽŽŵ ƚĞĂĐŚĞƌƐ͘ OƚŚĞƌ 
individual student demographic characteristics, such as ethnicity, exceptionality, or eligibility for free or 

reduced-price lunch, were not available at the time of writing the report. Some of the percentages do not 

sum to 1.00 due to rounding errors. 
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3.2. Data Entry and Verification Procedures 

A team of four research assistants performed data entry in accordance with a detailed protocol. The 

data entry personnel were not informed of the assigned treatment condition of the participating 

schools. Test data were entered into a forms-based FileMaker database using item-specific data 

ǀĂůŝĚĂƚŝŽŶ ƉƌŽƚŽĐŽůƐ͘ TŚĞ ƐƚƵĚĞŶƚƐ͛ ƌĞƐƉŽŶƐĞƐ ǁĞƌĞ ƌĞĐŽƌĚĞĚ ĂƐ ƚŚĞǇ ǁĞƌĞ ǁƌŝƚƚĞŶ ĨŽƌ ƐĞůĞĐƚĞĚ-response 

and fill-in-the-blank items. Other constructed-response items were scored during the data entry process 

according to the criteria set forth in the scoring rubric (provided in Appendix C), and only an indication 

of correct or incorrect was recorded for these items. Skipped items were scored as incorrect non-

responses. As a result, there were no missing item-level data in the data set. Responses to fill-in-the-

blank items were adjudicated by a committee that determined whether each response warranted a 

correct or incorrect score in accordance with the guidelines established by the scoring rubric.  

To verify that data entry and scoring guidelines were being conducted consistently across data entry 

personnel, a random sample of seven schools (representing 11% of the total sample) was selected for 

double-entry. Data entry personnel were not informed when they were assigned a set of tests that were 

selected for double-entry. For this comparison, a second person entered the response data into the 

Filemaker system for the sampled students and entered them in a new data entry form. The two entries 

were scored separately as correct or incorrect as described in the preceding paragraph, and the scored 

data were compared for agreement between the two sets of data. The scored data agreed at a rate 

greater than 99% between the two records when compared on all items. 

3.3. Item Scoring 

The test developers provided an answer key and scoring rubric that was used to determine whether to 

judge responses as correct or incorrect. The scoring rubric is provided in Appendix C. Every attempt was 

made to score items drawn from external sources in a manner consistenƚ ǁŝƚŚ ƚŚĞ ŝƚĞŵ ĚĞǀĞůŽƉĞƌƐ͛ 
intentions. For instance, one of the constructed-response items was drawn from a set of released items 

from the NAEP, and the NAEP rubric was used for scoring. 

As explained previously in this report, 34 data-entry variables were recoded into 20 test-form variables 

(that correspond to the item indexing of the original test), because several test-form items (i.e. items 1, 

2, 10, 11, 12, 16) require more than one response from students. For example, item 1 requires two 

responses, and item 11 requires four responses (see the items in the test form provided in Appendix A). 

To score these test-form items with more than one response, we formed polytomous variables 

consisting of the sum of the response scores. This resulted in a collapsing of the 34 individual responses 

to 20 items. 

Although we scored each of the 20 test-form items in the last step, we further adjusted the item coding 

in two special cases based on statistical reasons. In the first case, items 7, 8 and 9 were three fill-in-the-

blank items that were dichotomously scored. We combined these three items into one polytomous item 

(i.e., item 7*) based on the following analyses. First, the three items were placed together under the 

same instruction in the test (see Appendix A). This raises concerns about dependency in items. Second, 

the polychoric correlations between any two of these three items were very high (i.e., 0.99 for item 7 & 

8, 1.00 for item 7 & 9, and 0.99 for item 8 & 9). This suggests that the three items are essentially 

providing evidence of a single ability dimension. Third, when the three items were assumed to be three 

independent items in models based on item response theory using flexMIRT 3.5 software (Cai, 2017), 
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the item discrimination estimates for these three items ranged between 6 and 20, which is unreasonably 

large. When we combined the three items into a single polytomous item (i.e., item 7*), the estimate of 

discrimination index became stable and produced a reasonable value (0.65). After combining the three 

items, the total number of independent items on the test scale was reduced from 20 in the test-form 

format to 18 in the final-scale format (see Table 1.1). 

In the second case, item 10 (i.e., item 8*) requests up to five responses from the test taker. (See 

Appendix A). To complete the item, the test taker decides whether each of five shapes has been divided 

into fourths. The shapes vary. In order to answer correctly, the test taker must indicate shapes that 

meet the following two criteria: a) the overall shape has been subdivided into four subregions, and (b) 

the four subregions cover equal areas. Two of the shapes meet these two criteria, and three of the 

ƐŚĂƉĞƐ ĚŽ ŶŽƚ͘ IŶŝƚŝĂůůǇ͕ ƐƚƵĚĞŶƚƐ͛ ƌĞƐƉŽŶƐĞƐ ŽŶ ĞĂĐŚ ŽƉƚŝŽŶ ǁĞƌĞ ƐĐŽƌĞĚ ĂƐ Ă ĚŝƐƚŝŶĐƚ͕ ĚŝĐŚŽƚŽŵŽƵƐ 
variable according to whether it was correctly circled or not circled.  

Because these five responses are part of a single item, we explored options for scoring the response 

dichotomously or polytomously. To score item 10 into one variable (thereby accounting for the item 

set), we considered scoring it as a single, polytomous variable by combining the scores of all the five 

responses additively to create a single score. Through a thought experiment considering the sample 

space of various outcomes, we decided this method had major flaws. As a reminder, a perfect score 

would result from a student selecting two of the items and not selecting three of the items. If student A 

circled one incorrect option but did not choose the other four options, student A would get two points 

out of the possible five. If student B chose one correct option and three incorrect options but did not 

choose the other correct option, student B would get one point out of the possible five. Although 

student A has a higher score than student B, ƐƚƵĚĞŶƚ A͛Ɛ ĂďŝůŝƚǇ ŝŶ ĨƌĂĐƚŝŽŶ ŝƐ ŶŽƚ ŶĞĐĞƐƐĂƌŝůǇ ďĞƚƚĞƌ ƚŚĂŶ 
student B. If student C circled all of the five items, then student C would earn two out of five points, but 

it is not clear that student C demonstrated higher ability than student A (or vice versa). This thought 

experiment identified a major weakness in a potential decision to score this item with a single, 

polytomous variable. 

Another method we considered was to score item 10 dichotomously as a single item. That is, a student 

would get one point only if he or she made correct choices on all five options in item 10 (i.e., selecting 

the two correct options, and not selecting the three incorrect options). Otherwise, the student would 

get zero point on item 10. Because the former scoring method was problematic in discriminating 

ƐƚƵĚĞŶƚƐ͛ ĐŽŵƉĞƚĞŶĐĞ ŝŶ ĨƌĂĐƚŝŽŶƐ͕ ǁĞ ĚĞĐŝĚĞĚ ƚŽ ƐĐŽƌĞ ŝƚĞŵ ϭϬ ĚŝĐŚŽƚŽŵŽƵƐůǇ ŝŶ ŽƵƌ ĂŶĂůǇƐĞƐ͘ TĂďůĞs 

1.1, 2.1, and 3.2 ŝŶĐůƵĚĞ ŝŶĨŽƌŵĂƚŝŽŶ ƌĞĨůĞĐƚŝŶŐ ƚŚŝƐ ŝƚĞŵ͛Ɛ ĐŚĂŶŐĞ ŽĨ ƐĐŽƌŝŶŐ͘ 
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Table 3.2. Item Indexing and Scoring for both Test-Form and Final-Scale Format 

Test-form item # Scoring of test-form item Final-scale item # Scoring of final-scale item 

1 0, 1, 2 1* 0, 1, 2 

2 0, 1, 2 2* 0, 1, 2 

3 0, 1 3* 0, 1 

4 0, 1 4* 0, 1 

5 0, 1 5* 0, 1 

6 0, 1 6* 0, 1 

7, 8, 9 0, 1 7* 0, 1, 2, 3 

10 0, 1, 2, 3, 4, 5 8* 0, 1 

11 0, 1, 2, 3, 4 9* 0, 1, 2, 3, 4 

12 0, 1, 2, 3, 4 10* 0, 1, 2, 3, 4 

13 0, 1 11* 0, 1 

14 0, 1 12* 0, 1 

15 0, 1 13* 0, 1 

16 0, 1, 2, 3 14* 0, 1, 2, 3 

17 0, 1 15* 0, 1 

18 0, 1 16* 0, 1 

19 0, 1 17* 0, 1 

20 0, 1 18* 0, 1 

Note. Test-form Item # = the item index from the original fraction test; Final-scale item # = the newly generated 

item number after combining items 7ʹ9 (we differentiated test-form and final-scale item index by assigning a * 

after the final-scale item number). 
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4. Dimensionality Analysis 

4.1. Exploratory Factor Analysis 

To explore the dimensionality of the test, we first ran exploratory factor analysis (EFA) models using 

Mplus 7.0 (Muthén & Muthén, 1998ʹ2012). Given that the dataset consisted of either dichotomously or 

polytomously scored variables, Mplus could run EFA based on an estimated polychoric correlation 

matrix. Adopting the Geomin rotation method and weighted least square estimation method with mean 

and variance adjusted (WLSMV; Finney & Distefano, 2013), Table 4.1 shows the eigenvalues estimated 

by Mplus with the corresponding percentages of explained variation. These eigenvalues are also 

illustrated in the scree plot in Figure 4.1. Based on these analyses, there appeared to be a single 

dominant factor in the data. 

Table 4.1. Eigenvalues Estimated from Mplus and Their Corresponding Percentages of Explained 

Variation 

Component Eigenvalue % Variation explained 

1 8.64 48.00  

2 1.15  6.39  

3 0.93  5.17  

4 0.91  5.06  

5 0.78  4.33  

6 0.68  3.78  

7 0.66  3.67  

8 0.59  3.28  

9 0.52  2.89  

10 0.51  2.83  

11 0.44  2.44  

12 0.42  2.33  

13 0.40  2.22  

14 0.34  1.89  

15 0.32  1.78  

16 0.28  1.56  

17 0.25  1.39  

18 0.16  0.89  

Note. Component = the component index; Eigenvalue = the eigenvalue associated with a given 

component estimated by Mplus; % Variation Explained = the percentage of variation explained by a 

given component in the data. 
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Figure 4.1. Scree plot of eigenvalues estimated from Mplus. 

4.2. Parallel Analysis 

To further evaluate dimensionality, we performed parallel analysis. Parallel analysis (PA) is a procedure 

to yield optimal solutions to the number of components problem in EFA, and it is considered superior to 

rule-of-thumb procedures (Wood, Tataryn, & Gorsuch, 1996; Zwick & Velicer, 1982, 1986) such as 

KĂŝƐĞƌ͛Ɛ ƌƵůĞ ;KĂŝƐĞƌ͕ ϭϵϲϬͿ͘ TŚĞ ŝĚĞĂ ŽĨ PA ŝƐ ƚŽ ƐĞůĞĐƚ ƚŚŽƐĞ ĐŽŵƉŽŶĞŶƚƐ ƚŚĂƚ ĂĐĐŽƵŶƚ ĨŽƌ ŵŽƌĞ ǀĂƌŝĂŶĐĞ 
than those ŐĞŶĞƌĂƚĞĚ ĨƌŽŵ ƌĂŶĚŽŵ ĚĂƚĂ ;O͛Connor, 2000). We used the psych (Revelle, 2017) package 

in R 3.4.0 (R Core Team, 2017) to perform PA. The PA involved the use of principal component analysis 

with 200 simulated analyses on polychoric correlation matrices. The results of the PA were consistent 

with the previous EFA results in that the data appeared to be unidimensional. The convergence and lack 

of ambiguity in these results appeared to support an assumption of unidimensionality in the data.
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5. Classical Testing Theory (CTT) Analyses 

Based on the results described in the previous section, we adopted a unidimensional data structure. The 

next step in our analysis was to analyze the test using a framework based on classical testing theory 

(CTT) using SPSS 22.0 (IBM corp., 2013). 

5.1. Distribution of the Observed Test Score 

We first examined the characteristics of the total test score. Results indicated that the mean of the total 

test score was 11.86 with a standard deviation of 7.09. In addition, both the median and the mode of 

the test score were 11.00. Figure 5.1 displays the distribution of the observed test scores in the final-

scale format. Note that, although the final-scale format has only 18 items, the observed test scores 

ranged from 0 to 30, because the format had several item sets (i.e., items 1*, 2*, 7*, 9*, 10*, 14*) that 

were ultimately collapsed into polytomous items. Table 2.1 has information showing the detail for the 

scoring of each item in the final-scale format. 

 

 

Figure 5.1. Bar graph depicting the distribution of the observed test score in the final-scale format. 
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݌      ൌ ୍୲ୣ୫౉౛౗౤ି୍୲ୣ୫౉౟౤୘୦ୣ୭୰ୣ୲୧ୡୟ୪ ୗୡ୭୰ୣ ୖୟ୬୥ୣ     (1) 

where ݌ is the symbol of the item difficulty index.  

The item difficulty indices varied from a minimum of .12 (item 15*) to a maximum of .81 (item 4*). To 

investigate item discrimination, we calculated the item-rest correlation coefficients (i.e., corrected item-

total correlation coefficients) for each of the items. Item-rest correlation is defined as the Pearson 

product-moment correlation between the score of the focal item and the test score, which excludes the 

score of the focal item (MacDonald, 1999). For dichotomous items, their item-rest correlations are 

point-biserial correlations. For polytomous items, their item-rest correlations are point-polyserial 

correlations. All the items (except for item 13*) had item-rest correlation coefficients larger than .38, 

suggesting that the items generally had good discriminative power. Table 5.1 shows the results of 

calculations of item difficulty and item discrimination as well as some descriptive information for each of 

the test items. 

Table 5.1. Item Difficulty and Discrimination from CTT Analyses 

Final-scale item # M SD p Item-Rest r 

1* 1.20 0.89 .60 .45 

2* 0.74 0.85 .37 .60 

3* 0.73 0.45 .73 .47 

4* 0.81 0.39 .81 .39 

5* 0.53 0.50 .53 .48 

6* 0.35 0.48 .35 .58 

7* 0.85 1.29 .28 .54 

8* 0.34 0.47 .34 .43 

9* 2.55 1.50 .64 .58 

10* 1.50 1.37 .38 .69 

11* 0.61 0.49 .61 .54 

12* 0.13 0.33 .13 .47 

13* 0.23 0.42 .23 .29 

14* 0.54 0.83 .18 .52 

15* 0.12 0.33 .12 .38 

16* 0.20 0.40 .20 .42 

17* 0.15 0.36 .15 .38 

18* 0.27 0.44 .27 .57 

Note. Final-scale item # = the newly generated item number after combining items 7ʹ9 (we differentiated test-

form and final-scale item index by assigning a * after the final-scale item number); p = item difficulty; Item-Rest r = 

item-rest correlation coefficient (i.e., corrected item-total correlation coefficient), which is the Pearson correlation 

between the item score and the test score that excludes the item score. 
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5.3. Reliability & Standard Error of Measurement 

Because evidence supported the unidimensionality assumption, we chose Coefficient ߙ (Cronbach, 

1951) to estimate the reliability of the test. Coefficient ߙ is the average of all the possible split half 

reliabilities of test data, correcting for test length. According to the SPSS outputs, the Coefficient ߙ for 

the data in the present sample using the final-scale format was .85. We subsequently calculated the 

standard error of measurement (SEM) for the present test data in the final-scale format. SPSS output 

indicated that the scale variance was 50.23. Using the formula presented in Equation 2, SEM was 

calculated to be 2.74, where ߪଶ is the test variance, and ߩ௑௑ is the Coefficient ߙ of the test. 

 

ܯܧܵ      ൌ ඥߪଶ ൈ ሺͳ െ  ௑௑ሻ,    (2)ߩ
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6. Item Response Theory (IRT) Analyses 

6.1. Model Description 

We used flexMIRT 3.5 (Cai, 2017) to perform the following IRT analyses. For multiple-choice items (i.e. 

items 3*, 4*, and 6*) that were scored dichotomously, a three-parameter (3PL) model was used to fit 

the data. We chose 3PL for those items, because they are 4-option multiple-choice items, where student 

guessing should be of concern. For the other dichotomously scored items (i.e. items 5*, 8*, 11*, 12*, 

13*, 15*, 16*, 17*, and 18*), a two-parameter (2PL) model was used. We chose 2PL for these items 

given that all of these items were constructed-response items (where guessing should not be of 

concern), with the exception of item 8*. Item 8* consists of five dichotomous responses (i.e., circled, not 

circled). Given the small possibility of the guessing success (i.e., 0.55), we decided it was not necessary to 

model the guessing parameter for this item. For the polytomously scored items (i.e. item 1*, 2*, 7*, 9*, 

10*, and 14*), a Generalized Partial Credit Model (GPCM) was used.  

Results of FlexMIRT indicated that successful convergence was reached in the computation, and the 

value of ʹ2loglikelihood was 31738.69. The formulas of the 2PL model, 3PL model, and GPCM are shown 

and explained subsequently based on the parameterization of de Ayala (2009). 

The formula of the 2PL model is presented in Equation 3, 

     ௝ܲሺߐሻ ൌ ୣ୶୮ ሾ௔ೕሺ௾ି௕ೕሻሿଵାୣ୶୮ ሾ௔ೕ൫௾ି௕ೕ൯ሿ,     (3) 

where 

௝ܽ is the discrimination index of item j (ũ с ϭ͕ Ϯ͕͙͕J), 

௝ܾ is the difficulty index of item j,  

௝ܲ is the probability of correct answer,  ߐ is the person ability. 

The formula of the 3PL model is presented in Equation 4, 

    ௝ܲሺߐሻ ൌ ݃௝ ൅ ሺͳ െ ݃௝ሻ ୣ୶୮ ሾ௔ೕሺ௾ି௕ೕሻሿଵାୣ୶୮ ሾ௔ೕ൫௾ି௕ೕ൯ሿ,    (4) 

where 

௝ܽ is the discrimination index of item j (ũ с ϭ͕ Ϯ͕͙͕J), 

௝ܾ is the difficulty index of item j,  

௝ܲ is the probability of correct answer,  ߐ is the person ability, ݃௝ is the guessing parameter of item j. 
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The formula of the GPCM is presented in Equation 5, 

     ௝ܲ௞ሺߐሻ ൌ ୣ୶୮ σ ሾ௔ೕሺ௾ି௕ೕାௗೕ೓ሻሿೖ೓సబ  σ ௘௫௣ σ ሾ௔ೕሺ௾ି௕ೕାௗೕ೓ሻሿ೎೓సబ೘ೕ೎సబ ,   (5) 

where 

௝ܽ is the discrimination index of item j (ũ с ϭ͕ Ϯ͕͙͕J),  ௝ܾ is the overall difficulty index of item j,  

௝ܲ௞ is the probability of correct answer,  ߐ is the person ability, 

௝݀௛ is deviation from overall item difficulty ௝ܾ, i.e., distance from overall item difficulty to the hth 

threshold, k is item category, k ˧ ൛Ͳǡ ͳǡ ʹǡ ǥ ǡ ௝݉ൟ.  

6.2. Item Difficulty and Discrimination 

Table 6.1 presents the results regarding the distribution of both item difficulty and item discrimination 

estimated from the final-scale format. The item discrimination estimate ranged from 0.65 to 3.56. The 

item difficulty index ranged from ʹ0.88 to 1.89. Tables 6.2, 6.3, and 6.4 present parameter estimates for 

each item based on the 2PL, 3PL, or GPCM models, respectively. Figure 6.1 displays the item 

discrimination estimates of all the items. The discrimination indices for all the 18 items were greater 

than 0.50, and 13 of the items had values above 1.00 (i.e., items 2*, 3*, 4*, 5*, 6*, 8*, 10*, 11*, 12*, 

15*, 16*, 17*, and 18*). The highest discrimination value was from item 6*. The estimated 

discrimination index of item 6* was 3.65 with a standard error of 0.46. Figure 6.2 displays the item 

difficulty estimates of all the items. Six items (i.e. items 1*, 3*, 4*, 5*, 9*, and 11*) had b values below 

0.00, and 12 items (i.e. items 2*, 6*, 7*, 8*, 10*, 12*, 13*, 14*, 15*, 16*, 17*, and 18*) had b values 

above 0.00.  

Table 6.1. Descriptive Statistics of Discrimination Index and Difficulty Index of all the 18 Items 

 M SD Min Max Skewness Kurtosis 

a 1.50 0.74 0.65 3.65 1.50 2.95 

b 0.59 0.90 ʹ0.88 1.89 ʹ0.11 ʹ1.33 

Note. a = item discrimination index; b = item difficulty index. 
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Table 6.2. Parameter Estimates and Standard Errors for Final-Scale Items Modeled Using 2PL 

Final-scale item # a (SE) b (SE) 

5* 1.45 (0.10) ʹ0.13 (0.05) 

8* 1.19 (0.09) 0.69 (0.07) 

11* 2.01 (0.15) ʹ0.39 (0.05) 

12* 1.91 (0.14) 1.55 (0.08) 

13* 0.78 (0.08) 1.78 (0.18) 

15* 1.39 (0.13) 1.89 (0.13) 

16* 1.31 (0.11) 1.37 (0.10) 

17* 1.27 (0.11) 1.71 (0.12) 

18* 2.08 (0.15) 0.79 (0.05) 

Note. Final-Scale Item # = the newly generated item number after combining items 7ʹ9 (we 

differentiated test-form and final-scale item index by assigning a * after the final-scale item 

number); a = item discrimination index; b = item difficulty index; SE = standard error. 

 

Table 6.3. Parameter Estimates and Standard Errors for Final-Scale Items Modeled using 3PL 

Final-scale item # a (SE) b (SE) g (SE) 

3* 2.29 (0.25) ʹ0.57 (0.10) 0.17 (0.05) 

4* 2.14 (0.26) ʹ0.88 (0.14) 0.25 (0.08) 

6* 3.65 (0.46) 0.61 (0.05) 0.10 (0.02) 

Note. Final-Scale Item # = the newly generated item number after combining items 7ʹ9 (we differentiated 

test-form and final-scale item index by assigning a * after the final-scale item number); a = item 

discrimination index; b = item difficulty index; g = item guessing parameter; SE = standard error. 

 

 

Table 6.4. Parameter Estimates and Standard Errors for Final-Scale Items Modeled Using GPCM 

Final-scale item # a (SE) b (SE) d1 (SE) d2 (SE) d3(SE) d4 (SE) 

1* 0.77 (0.06) ʹ0.44 (0.06) ʹ0.87 (0.13) 0.87 (0.13)   

2* 1.17 (0.08) 0.47 (0.05) ʹ0.12 (0.07) 0.12 (0.07)   

7* 0.65 (0.04) 0.83 (0.06) ʹ4.32 (0.44) 2.20 (0.36) 2.12 (0.26)  

9* 0.91 (0.06) ʹ0.49 (0.04) ʹ0.28 (0.13) 0.39 (0.13) 0.12 (0.11) ʹ0.23 (0.09) 

10* 1.08 (0.07) 0.42 (0.04) 0.97 (0.07) ʹ0.11 (0.08) ʹ0.58 (0.10) ʹ0.28 (0.11) 

14* 0.99 (0.08) 1.39 (0.07) 0.66 (0.07) ʹ2.11 (0.26) 1.45 (0.27)  

Note. Final-Scale Item # = the newly generated item number after combining items 7ʹ9 (we differentiated test-form 

and final-scale item index by assigning a * after the final-scale item number); a = item discrimination index; b = item 

difficulty index; ݀௛ ሺ݄ ൌ ͳǡ ʹǡ ͵ǡ Ͷሻ = deviation from the overall item difficulty; SE = standard error. 
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Figure 6.1. Item discrimination estimate (a) of each final-scale item. 

 

Figure 6.2. Item difficulty estimate (b) of each final-scale item. 
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6.3. Test Information and Estimated Person Ability 

Figure 6.3 displays the resulting test information curve and the CSEM for the test in the final-scale 

format. The formula used for the calculation of CSEM were in accordance with recommendations made 

by de Ayala (2009). Equation 6 shows the formula used in the CSEM calculation, where ܫ is the test 

information function for a given person ability, and ߐ is the person ability. 

ሻߠሺܯܧܵܥ       ൌ ଵඥூሺఏሻ     (6) 

Given the relationship between test information and CSEM, a person ability (i.e., ߠ) estimate around the 

value of 0.80 was associated with the largest test information and the lowest CSEM. In addition, the 

CSEM curve in Figure 6.3 suggests that the person ability estimate was related to the lowest CSEM (i.e., 

highest accuracy of person ability estimation) when it ranged between ʹ0.80 and 1.60, but it was related 

to the highest CSEM (i.e., lowest accuracy of person ability estimation) when it was less than ʹ2.00. 

 

 

Figure 6.3. Test information curve and conditional standard errors of measurement (CSEM) for the final-

scale format. 
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We used maximum likelihood estimation (MLE) to estimate the latent person ability of each student. 

Figure 6.4 illustrates the distribution of person ability using MLE. The mean and standard deviation were 

ʹ0.07 and 1.36, respectively. The skewness and kurtosis estimates were ʹ0.92 and 5.08, respectively.  

The spikes at the higher and lower end of the horizontal axis of the distribution curve were a result of 

some students having perfect scores or zero scores (whose MLE estimates were not available), 

respectively. Sixteen of the 1,400 students did not respond correctly to any of the items. Ten of these 

students were in grade 3, while six of these students were in grade 4. Five of the 1,400 students 

responded correctly to every item (i.e., perfect score). Two of these students were in third grade, and 

three of them were in fourth grade. 

We also used expected a posteriori (EAP) method to estimate the person ability of each student. Figure 

6.5 illustrates the distribution of person ability using EAP. The sample distribution of person ability 

scores ranged from ʹ1.95 to 2.67. The mean and standard deviating were 0.00 and 0.94, respectively. 

The skewness and the kurtosis estimates were 0.31 and ʹ0.25, respectively. The distribution of person 

ability estimates using EAP does not appear to be that much different from the standard normal 

distribution in terms of mean, standard deviation, skewness and kurtosis. 
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Figure 6.4. Person abilities (i.e., ɽ) estimated by maximum likelihood estimation (MLE). 

 

 

Figure 6.5. Person abilities (i.e., ɽ) estimated by expected a posteriori (EAP).
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7. Additional Analyses 

7.1. Intraclass Correlation Coefficient 

The intended use of the scores from the Early Fractions Test were to serve as a student achievement 

pretest for a large-scale, randomized-controlled trial. Empirical estimates of intraclass correlation 

coefficients (ICC) can provide important guidance and insight during the power analysis phase in the 

design of similar studies. For that reason, we calculated the ICC and report it here. 

To calculate the ICC, we used HLM7 software and specified a two-level, unconditional model with 

students at level 1, schools at level 2, and student test score as the dependent variable. We divided the 

between-school variance by the total variance (i.e., between-school plus within-school) to arrive at the 

ICC estimate. We calculated the ICC three times for three different estimates of student ability: the total 

raw score, the person ability (theta) estimate using the ML method, and the person ability (theta) 

estimate using the EAP method. 

With the sample of 1,400 students representing 66 schools, the school-level ICC estimate based on the 

total raw scores in this sample was .44. The ICC estimate based on the person ability (theta) estimates 

generated by the ML estimator was .37. The ICC estimate based on the person ability (theta) estimates 

generated by the EAP estimator was .45. 

7.2. Predictive Validity 

The ability estimates generated in the fall 2016 administration of the Early Fractions Test are designed 

to be used in a larger study involving a randomized controlled trial.  They will be used to test for baseline 

equivalence of the schools assigned to the treatment conditions and as a student achievement pretest 

covariate in multilevel models of analysis of covariance. Having the student posttest scores available to 

us, we calculated how much of the variance in student posttest scores (administered in spring 2017) was 

explained by those same ƐƚƵĚĞŶƚƐ͛ ƐĐŽƌĞƐ ŽŶ ƚŚĞ ĨĂůů ϮϬϭϲ Early Fractions Test. Like the ICC estimates, 

this information can be useful in the power analysis phase of research design. It also can provide some 

evidence of external validity (Flake, Pek, & Hehmann, 2017). 

Based on a sample of 1,134 students who completed both the pretest and the posttest, and using SPSS 

version 22, we found a Pearson correlation coefficient of .66 between the total raw score on the pretest 

and the total raw score on the posttest. The coefficient was .69 for the theta scores based on the EAP 

estimator and .61 for the theta scores based on the ML estimator. Therefore, with no adjustment for 

other factors such as clustering in schools, the student ability estimates from the Early Fractions Test 

used at the beginning of the school year explains somewhere between 37% and 48% of the variance in 

student scores measured at the end of the school year for these grade 3 or 4 students representing 66 

schools.  We note that the pretest and posttest scores used in these analyses were not equated.
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8. Discussion and Conclusions 

The present report addresses components of validity corresponding to substantive, structural, and 

external validity (Flake, Pek, & Hehman, 2017; Loevinger, 1957; Benson, 1998). Focused on scoring and 

data modeling, the majority of the present report focused on the structural component. Chapter 2 

briefly discusses the content of the test. Because the purpose of the test is to serve as a student pretest 

covariate in models estimating the effect of an intervention on student posttest scores, we also began to 

examine the extent to which scores on this test explain the variance in student scores on the posttest (a 

matter of external validity). Other elements of an external validity argument will be explored when the 

test scores are used in attempt to detect differences among students in different treatment conditions, 

which a previous version of this test appears to have been well-suited to do (Lewis & Perry, 2017). 

Several of the responses in the Early Fractions Test were presented as testlets (i.e., item sets), which 

introduces a potential threat to the validity of an assumption of local-independence. We found evidence 

of collinearity of items in item sets when the items were considered as separate items scored 

dichotomously. We also found that collapsing those responses into polytomous variables preserved the 

assumption of independence among items and resulted in items with good parameters.  

Results of Exploratory Factor Analysis and Parallel Analysis both support the assertion that the Early 

Fractions Test is measuring a single, dominant trait. Coding the item sets as polytomous variables 

resolved problems of collinearity among items and improved the ability to interpret item-level scores. 

Taken together, we find consistent evidence supporting an assumption of undimensionality in the data 

in the 18-item test. 

We analyzed the dataset following both CTT approach and IRT approach. For the CTT analyses, they 

reflect typical procedures performed at both test and item levels given the unidimensionality 

assumption in the data (MacDonald, 1999). Our IRT analyses include a series of decisions guided by both 

empirical evidence based on the sample data and a priori recommendations (de Ayala, 2009). 

Specifically, we chose different IRT models based on types of response prompted by the item format, 

and we adjusted item coding when such a procedure was empirically and computationally necessary. 

Lastly, to score student ability using IRT, we adopted MLE as the main estimator but also used EAP as a 

supplementary estimator when MLE failed in specific cases.   

Findings from the CTT and IRT analyses indicate that the test items were moderately difficult for the 

student sample and had good discriminative power. According to the CTT results, the discrimination 

index estimates for all the items were above .29, and the estimate of item difficulty index ranged from 

.12 to .81. Eight items had estimates of difficulty index less than .30, which can be interpreted as difficult 

items (Kubiszyn & Borich, 2013). According to the IRT results, all the items had discrimination index 

estimates above 0.50, and 13 of the 18 items had discrimination index estimates above 1.00. Regarding 

the estimates of item difficulty index, 12 out of 18 items had a positive value for the estimated difficulty 

levels, and 6 items had difficulty estimates less than 0.00.  

Approximately 1% of the student sample did not provide a correct response to any of the items. These 

students were balanced proportionally across both the third and fourth-grade subsamples. This suggests 

that a future version of the test might want to include items at a lower difficulty level to discriminate 

among students in the lowest percentile of the ability distribution. A few students also received perfect 

scores, suggesting that a few high-difficulty items might also be warranted. 
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Altogether, our evaluation of the structural validity of the resulting 18-item scale supports the assertion 

that the Early Fractions Test meets or exceeds the usual standards for educational research for its stated 

purpose. 
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Appendix A. The Early Fractions Test Form 
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Appendix B. Administration Instructions 

 

IŶƐƚƌƵĐƚŝŽŶƐ ĨŽƌ AĚŵŝŶŝƐƚƌĂƚŝŽŶ ŽĨ ƚŚĞ ͞Early Fractions Test͟ Posttest 

Overview 

Thank you for your participation in the study Improvement of Elementary Fractions Instruction. 

TŚŝƐ ĚŽĐƵŵĞŶƚ ƉƌŽǀŝĚĞƐ ŝŶƐƚƌƵĐƚŝŽŶƐ ĨŽƌ ŐŝǀŝŶŐ ƚŚĞ ͞Early Fractions Test͟ posttest. Please give 

this test to your class at your earliest convenience. A pre-paid mailing label is included for 

returning the posttest to us. Please do not hesitate to contact Claire Riddell 

(criddell@lsi.fsu.edu) if you have any questions about any aspect of the posttest. 

Materials Needed for Testing 

The following materials are needed for the posttest:  

 OŶĞ ĐŽƉǇ ŽĨ ƚŚĞ ͞Early Fractions Test͟ posttest for each student (provided) 

 At least one sharpened pencil for each student 

Testing 

TŚĞ ͞Early Fractions Test͟ posttest is designed to be given to your whole class at once, with 

students completing the test independently. Students write their answers directly on the test.  

Give the posttest as you would other student testsʹfor example, have students space out desks 

Žƌ ƵƐĞ ƐƚƵĚĞŶƚ ͞ƉƌŝǀĂĐǇ ĨŽůĚĞƌƐ͟ ŝf that is what they usually do. 

Please administer the posttest according to the following guidelines: 

 Check that all students fill out the information box on the cover page. 

 Let students know that no talking or communication between students is permitted 

during testing. 

 Read students just the information at the top of the posttest: 

This paper may include some kinds of problems that are new or hard for 

ǇŽƵ͘  DŽŶ͛ƚ ǁŽƌƌǇ ŝĨ ǇŽƵ ĐĂŶ͛ƚ ƐŽůǀĞ ƚŚĞŵ͘  YŽƵ ǁŽŶ͛ƚ ďĞ ŐƌĂĚĞĚ ŽŶ ƚŚŝƐ 
test, but the test will help us understand our math program.  Please try 

your hardest! 

 If individual students have difficulty with reading items, it is permissible to read the 

questions to the students. If you read the items for the student(s), avoid emphasizing 

words in ways that give extra clues about what to pay attention to in the items. 

 Avoid answering student questions in ways that offer clues about how to approach 

problems.  
 

To ensure validity of the posttest, we also ask that you keep the tests private, in a secure 

location, before testing and until they are returned to us. 

Accommodations 
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Students with special academic plans (e.g., IEP, 504, ELL) may receive the appropriate testing 

accommodations as specified in their plans. 

Testing Time Allocation 

This is not intended to be a timed test, and students should be allowed adequate time to 

answer the questions. We anticipate that administration of this posttest will require 

approximately 30-40 minutes. 

Submitting the Early Fractions Test Materials 

Upon conclusion of testing, place all test booklets (both used and unused) in the box you 

received the materials in along with your completed Class Roster. Place the pre-paid mailing 

label on the box and drop it off at a UPS store location, Žƌ ͞“ĐŚĞĚƵůĞ Ă PŝĐŬƵƉ͟ ǁŝƚŚ UP“ Ăƚ 

www.ups.com. 
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Appendix C. Scoring Key 
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Score 2: Satisfactory 
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Score 4: Minimal 
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Score 5: Incorrect/ Off task 
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